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Zusammenfassung/Summary
Research in ontology has in recent years become widespread in the field of information systems, in various areas of sciences, in business, in economy, and in industry. The importance of ontologies is increasingly recognized in fields diverse as in e-commerce, semantic web, enterprise, information integration, information science, qualitative modeling of physical systems, natural language processing, knowledge engineering, and databases. Ontologies provide formal specifications and harmonized definitions of concepts used to represent knowledge of specific domains. An ontology supplies a unifying framework for communication, it establishes the basis for knowledge representation and contributes to theory formation about a specific domain.

In the present paper we endeavor an outlook onto the future of knowledge organization in multilingual, cross-scale repository integration and navigation and as the central part of this paper present and discuss principles of representation and organization of knowledge that grew out of the use of formal ontology. The core of the discussed ontological framework is a top level ontology, called GFO (General Formal Ontology), which is being developed at the University of Leipzig. After discussing the meaning of the current information crisis, an ontological framework is presented and principles are discussed which could be used to contribute to a solution of this crisis. These principles make use of the ont-axiomatic method, of graduated conceptualizations, of levels of reality, and of levels of information abstraction.
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1. Introduction
In this paper we present and discuss principles of organization and representation of knowledge which are grounded on formal ontology and the axiomatic method. We use the
term formal ontology to name an area of research which is becoming a science similar to formal logic. Formal ontology is concerned with the systematic development of axiomatic theories describing forms, modes, and views of being of the world at different levels of abstraction and granularity. Formal ontology integrates aspects of philosophy, formal logic, artificial intelligence (computer science), and cognitive science.

Knowledge Organization in Library and Information Sciences (LIS) is focused on the classification of knowledge fields and of concept formation, Hjorland, 2008, 2009. A classification schema in LIS consists of a set of concepts and relations connecting them; though, neither the concepts nor the relations are made explicit by introduction of formal axioms. The focus and purpose of formal ontology differs from this approach because an ontology is presented by a system of axioms which can be used to draw conclusions, to generate hypotheses, to interpret data by annotations, and to solve problems in the corresponding domain by computer-based methods. On the other hand, ontologies are included in the layer of knowledge organization systems, addressed in Gnoli, 2011 2008; hence, both disciplines overlap.

A core topic of both KO and formal ontology is the creation of conceptualizations which consists of systems of concepts and connecting relations. According to Gruber 1993, who introduced the term ontology in computer science, an ontology is a formal specification of a conceptualization. The interrelation between both fields is discussed in Dahlberg 2008, where a theoretical basis for the Information Coding Classification is established (Dahlberg 1978, 1982). This theory includes an integrative level theory, an approach of ontical areas, and the application of a feature of system theory.

A basic task of formal ontology consists of an analysis of systems of terms, denoting concepts, and in translating them into formal theories, which are the basis for various applications. In LIS several sorts of information artifacts are developed, like coding systems, keyword sets, controlled vocabularies, and classifications, Keizer 2000. These systems exhibit an important basis for ontological investigations; they can be integrated in the field of formal ontology, Herre 2010a. There is another problem in the field of KO which is closely related to formal ontology: The establishment of a system of most general categories. This is a task of top level ontologies, and there are various alternatives for such systems, as discussed in Herre, 2010b.

Another core topic of KO is the establishment of concepts theories, see Hjorland, 2009. In Dahlberg, 2008, four kinds of relationships between concepts are introduced: the generic, the partitive, the complementary, and the functional relationship. Using these relations, concept systems can be generated. Most of the current top level ontologies do not contain an ontology of concepts, with the exception of GFO (General Formal Ontology), which includes a structural theory of concepts, see Herre, 2007, 2010. In contrast to GFO, other top level ontologies, notably BFO (Basic Formal Ontology), exclude concepts from ontology, Smith 2004, Smith/Ceusters 2005. GFO reconciles ontology with epistemology by the idea of integrative realism, and by including multiple basic types of categories. From this follows that the approach, taken by GFO, establishes a firm ground for a fruitful interaction between formal ontology, in the spirit of GFO, and KO.

The paper is organized as follows: In section 2 we discuss various aspects of what is called the information crisis, in section 3 we present the basics of the onto-axiomatic method, and
Section 4 contains an overview on the GFO-framework. Section 5 is devoted to the structure and representation of concepts. In section 6 the notions of core ontology and upper domain ontologies are discussed. Section 7 describes informally a basic schema for the integration and unification of information where the term information covers all forms of information, from raw data and data to metadata of various levels of abstraction, to concepts, concept systems, propositions, and knowledge systems. Finally, in section 8 summarize some relevant applications, and furthermore, various challenges for future research are presented.

2. The Need for Knowledge Organization in Times of an Information Crisis

2.1 General Situation

The term Information Crisis describes the present situation showing diverse phenomena which are caused by the increase of generation of information which is triggered by new information technologies, including, among others, the web, the provision of ever increasing memory stores, the new possibilities to copy and transfer digital texts, and to create virtual worlds. These processes lead to the situation of information overload and an increasing loss of orientation and context and so meaning in a broader sense.

The information crisis occurs gradually in almost every area of science and society. Psychological and societal problems are related to the danger of deformation of human beings because of losing the ability for directed deep thinking, and the lost of the connection to reality which is substituted by virtual realities, see Benking 1997, Kemper, 2012. This situation also influences the education process, Benking 2002, 2011, Doomen, 2009, and systemic aspects in general (Benking, Rose 1998).

We are facing nowadays a rapid expansion of data, information, and knowledge, notably in biology and medicine, see Blake 2006, and McCray 2006, but also in other fields, for example in the humanities. This situation leads to the problem of data verification and interpretation and, in general, to the task of connecting and contextualizing and framing information and transforming data to knowledge, Müller-Jung, 2013.

2.2 Structured Multi-Lingual and Multi-Scale Switching Systems

The task and challenge is to order information in a intelligible, comprehensible, and coherent way. We have looked into tree-structures and but also spatial grids as ordering systems, in particular switching systems like the Information Coding and Classification System (ICC) developed by Dahlberg, 1997, 2008, and expanding on this approach the Functional Classification (FC) system developed by Judge, 1984 for the retrieval of international multi-lingual meta-data and meta information, Benking/Kampffmeyer 1993. Later presented in form of a Cognitive Panorama, Benking 1992, 1996, 2005 for bridging repositories and indexing and connecting, not just collecting general overview and orientation information. This Cognitive Panorama as a Conceptual Superstructure was proposed in projects conceived by the Environmental Experts of the Economic Summit (EEES) of the G7 group of nations.

The objective and mandate was to ease access and improve compatibility in general through data-harmonization and meta-data development procedures. The objective was to provide an additional, multi-modal reference space as a “container” not only for different sign systems, but also data “along and across scales” and we would add subject areas in different terminologies and languages here, to assist and augment the human capacity to communicate, visualize, and negotiate also comparable, not only compatible general information. The development of a unifying theory, integrating all these aspects and thus providing a sufficient expressive basis for Knowledge Organization, is work in progress which intends to bridge old and new approaches and theories. Restricted in space in this publication we feel there is a strong case a combination of axiomatic thinking (Stachowiak 1991) with a combination of an extended General Model Theory (GMT), Stachowiak 1972a/b, 1997 and Systematic Neopragmatism, Stachowiak,1986-95 Wernecke, 1994) and General Formal Ontology (GFO) to be detailed below.

2.3 Axiomatically founded Organization of Information
We defend the thesis that the information overload is caused by a lack of organization of knowledge and by insufficient methods for abstraction and interpretation of data. This problem addresses basic questions pertaining to the understanding of the scientific method. There is a current trend towards a new paradigm of science aimed at replacing traditional methods of science by a data-driven science which is focused on computer-aided analysis of patterns in data. Understanding of data is then supported by statistical analysis and the correlation between data.

It is well-known, as Derman, 2013, emphasized, that correlation between data does not imply causation, and a deeper understanding of data can only achieved by theories or models. We believe that theory formation and modeling, based on the axiomatic approach, are the central principles for organization of knowledge, and for interpretation and abstraction of data. The overall aim is the development of an ontologically founded unifying theory of knowledge organization which integrates the many facets of knowledge and information.

This axiomatic approach, outlined in sections 3-7, makes use of a top level ontology, of principles of ontological reduction, and of methods, supporting theory formation and modeling.

3. The Onto-Axiomatic Method
Information is available in various levels of detail, from rough data, to metadata and knowledge. Metadata are used to describe data, hence, they add more precise meaning to data, the semantics of which remains often underspecified. Since the metadata itself must be specified by some formal representation, the meaning of which should be explained, we arrive at an infinite regress which must be brought to an end by some basic principle, see

In our approach this infinite regress is blocked by using a top level ontology that provides the most basic layer for a semantic foundation. Furthermore, the meaning of the top level ontology’s categories and relations is established by the axiomatic method, introduced in mathematics by Hilbert, 1918. We call this method, which integrates the axiomatic method with a top-level ontology, the onto-axiomatic method.

The main building blocks of knowledge are concepts, relations, and axioms, specified in a suitable formal language. The concepts are classified into primitive and defined concepts. Given the primitive concepts, we can construct formal sentences which describe formal-logical interrelations between them. Some of these sentences are accepted as true in the domain under consideration; they are chosen as axioms without establishing their validity by means of a proof. These axioms define the primitive concepts implicitly, because the concepts’ meaning is captured and constrained by them. The onto-axiomatic method establishes new principles for structuring and ordering of knowledge; in Herre, Loebe, 2005, a three level architecture is introduced.

The most difficult methodological problem concerning the introduction of axioms is their justification. In general, four basic problems are related to an axiomatization of the knowledge of a domain. Which are the appropriate concepts and relations for a domain (problem of conceptualization)? How we may find axioms (axiomatization problem)? How can we know that the axioms are true in the considered domain (truth problem)? How can we prove that the resulting theory is consistent (consistency problem)?

The choice and introduction of adequate concepts is a crucial one, because the axioms are built upon them. Without an adequate conceptual basis we cannot establish reasonable and relevant axioms for describing the domain. An inappropriate choice of the basic concepts for a domain leads to the problems of irrelevance and conceptual incompleteness. We distinguish four basic types of domains: domains of the material world, domains of the mental-psychological world, domains of the social world, and, finally, abstract, ideal domains. Basic ideas on these ontological regions were established by Hartmann, 1950, and further elaborated by Poli, 2001.

Examples of material domains are, for example, biology, physics, chemistry, and parts of geography. These domains belong to the field of natural sciences, and they allow - to some extent - the use of experiments. One source for discovering of axioms in such empirical domains is the generalization on the basis of a set of single cases. This kind of reasoning is called inductive inference. Another source of axioms are idealizations, and usually any science uses such idealizations. The psychological-mental domain is more difficult to deal with because experiments can be only partially applied. Experiments must be repeatable and objectivisable, but how these conditions can be achieved for subjective phenomena, such as feelings, intentional acts, self-consciousness, and thoughts is unclear. We hold that subjective phenomena are founded on material structures; though, we believe that a strong reduction of mental phenomena to material ones is not possible.

A particular complex domain exhibits a social system which includes individual agents and their interactions. Hence, social systems contain mental-psychological phenomena. On the other hand, social systems are grounded on a material basis which includes economy. The fourth type of domain is related to ideal entities. A typical domain of this type is mathematics, which can be, in principle, reduced to set theory. Set theory belongs to an ideal platonic world.
which is independent from the subject. Such ideal domains principally exclude experiments, hence, they raise the question of how we gain access to knowledge about them. It is an important task of the onto-axiomatic method to develop means to support the solution of the basic problems mentioned above. This is work in progress.

4. The GFO-Framework

In this section we give an overview on the GFO-framework; a more detailed exposition is presented in Herre, 2010, and Herre, Burek, a.o. 2007. General Formal Ontology (GFO) is a top level ontology which is being developed at the University of Leipzig.

4.1 Categories, Instances, and Modes of Existence

The term entity covers everything that exists, where existence is understood in the broadest sense. We draw on the theory of Ingarden 1964, who distinguishes several modes of being: absolute, ideal, real, and intentional entities. The basic distinction of entities is between categories and instances. A category is an entity, being independent of time and space, which can be predicated of other entities. The predication relation is closely related to the instantiation relation, and the feature of being instantiable holds only for categories. On the opposite, individuals are singular entities which cannot be instantiated. The instances of a category must not be individuals, they can be categories again. Categories are entities expressed by predicative terms of a formal or natural language that can be predicated of other entities. Predicative terms are linguistic expressions T that state conditions to be satisfied by an entity. There is a close relation between categories and language, hence, any analysis of the notion of a category must include the investigation of language.

4.2 Universals, Concepts, and Symbols

We draw on the ideas of Gracia, 1999, who distinguished various basic types of categories. We distinguish at least three kinds of categories: universals, concepts, and symbol structures. Universals are categories which are independent of the mind; they are classified into intrinsic and ideal universals. Intrinsic universals are constituents of the mind-independent real world, they are associated to invariants of the spatio-temporal real world, Goppold, Benking 1999, and they are something abstract that is in the things. Ideal universals are independent of the material real world, as for example numbers, geometric entities, and platonic ideas.

Concepts are categories that are represented as meanings in someone’s mind. Concepts are a result of common intentionality which is based on communication and society. We hold that universals can only accessed through concepts, hence for the establishing of knowledge the category of concepts is the most important one. Symbols are signs or texts that can be instantiated by tokens. There is a close relation between these three kinds of categories: a universal is captured by a concept which is individually grasped by a mental representation, and the concept and its representation is denoted by a symbol structure being an expression of a language. Texts and symbolic structures may be communicated by their instances that a physical tokens.

4.3 Ontological Basic Distinctions

Entities are classified into categories and individuals. The basic entities of space and time are chronoids and topoids; these are considered as individuals. The ontology of space and time is inspired by ideas of Franz Brentano, 1976. Individuals are divided into concrete and abstract ones. Concrete individuals exist in time or space, whereas abstract individuals are independent of time and space. According to their relations to time, concrete individuals are classified into continuants, presentals and processes. Processes happen in time and are said to have a temporal extension. Continuants persist through time and have a lifetime, which is a chronoid. A continuant exhibits at any time point of its lifetime a uniquely determined entity, called presental, which is wholly present at the (unique) time boundary of its existence.

Examples of continuants are this ball and this tree, being persisting entities with a lifetime. Examples of presentals are this ball and this tree, any of them being wholly present at a certain time boundary t. Hence, the specification of a presental additionally requires the declaration of a time boundary. In contrast to a presental, a process cannot be wholly present at a time boundary. Examples of processes are particular cases of the tossing of a ball, a 100m run as well as a surgical intervention, the conduction of a clinical trial, etc. For any process p having the chronoid c as its temporal extension, each temporal part of p is determined by taking a temporal part of c and restricting p to this sub-chronoid. Similarly, p can be restricted to a time boundary t if the latter is a time boundary or an inner boundary of c. The resulting entity is called a process boundary, which does not fall into the category of processes.

4.4 Levels of Reality

We assume that the world is organized into strata, and that these strata are classified and separated into layers. The term level denotes both strata and layers. This approach is inspired by Hartmann, 1965, and Poli, 2001. GFO distinguishes at least four ontological strata of the world: the material, the mental-psychological, the social stratum, and the region of ideal entities. Every entity of the world participates in certain strata and its levels. We defend the position that the levels are characterized by integrated systems of categories. Hence, a level can be understood as a meta-category the instances of which are certain types of categories. Among these levels specific forms of categorical and existential dependencies hold. For example, a mental entity requires an animate material object as its existential bearer. The strata to which categories should be placed must then be determined. Concepts are rooted in the psychological and social stratum, and the investigation of this ontological region must use results of cognitive science, see Murphy, 2004, Gärdenfors, 2000. We hold that symbolic systems and universals in the tradition of Aristotle belong to the material stratum.

4.5 Integrative Realism

GFO introduces a new form of realism. Realism assumes the existence of a mind-independent real world. Yet the basic assumption of the GFO-approach is grounded on the idea of integrative realism. This kind of realism includes the mind as a part of ontology, and postulates a particular relation between the mind and the independent material reality. This relation connects dispositions of a certain type, inhering in the entities of material reality, with the manifold of subjective phenomena occurring in the mind. This relation can be understood
as unfolding the real world disposition X in the mind's medium Y, resulting in the phenomenon Z. In this ternary relation the mind plays an active role. In GFO, continuants are viewed as cognitive creations of the mind that possess features of a universal, occurring as the phenomenon of persistence, but also of spatio-temporal individuals, grounded on the presentials, which the continuants exhibit. This approach is supported by results of cognitive psychology, notably in Gestalt theory, see Wertheimer, 1912, 1922. The integrative realism reconciles ontology and epistemology.

The theory of integrative realism differs from the kind of realism defended by BFO (Spear 2006). Recently, there started a debate - initiated by Merril, 2010 - about the interpretation and role of philosophical realism, and, in particular about the type of realism, defended by Smith in numerous papers, cf. Smith, 2004, 2006. We believe that integrative realism overcomes weaknesses of the type of philosophical realism defended by Smith, 2004.

4.6 Development of Ontologies

We summarize the basic steps for the development of an ontology, according to the GFO-methodology. An ontology usually is associated to a domain, hence, we must gain an understanding of the domain which is under consideration.


A domain is determined by the entities to be considered, by classification principles and a set of views. The first step is the construction of a domain specification DomSpec(D) and a specification TaskSpec(D) of the tasks which are intended to be solved by the ontology’s usage. In particular, a description of the entities of the domain D must be established. The considered entities are determined by the assumed views, whereas the classification principles provide the means for structuring the set Ent(D) of entities. Usually, there is source information which is associated to the domain, in particular a set Terms(D) of terms denoting concepts in the domain. The system ProtoOnt(D) = (DomSpec(D) ∪ TaskSpec(D), Terms(D)) is called a proto-ontology. A proto-ontology of a domain contains the relevant information needed to make the further steps in developing an axiomatized ontology about D.

2. Step: Conceptualisation.

A conceptualization is based on a proto-ontology; the result of this step is a graduated conceptualization (see section 5). Hence, the principal and elementary concepts of the domain must be identified or introduced. The resulting concepts belong either to the concepts denoted by the terms of Terms(D) or they are constructed by means of the classification principles. A further sub-step is pertained to the desired aspectual concepts which are derived from the elementary concepts. Finally, we must identify relations which are relevant to capture content about the individuals and concepts. It would be helpful if a meta-classification of relations is available. GFO provides already a basic classification of relations which must be extended and adapted to the particular domain D.


During this step axioms are developed. This needs a formalism, which can be a graph-structure or a formal language. We expound in more detail the construction of a formal knowledge bases supported by a top level ontology TO. Generally, an axiomatized ontology Ont = (L, V, Ax(V)) consists of a structured vocabulary V, called ontological signature, which contains symbols denoting categories, individuals, and relations between categories or between their instances, and a set of axioms Ax(V) which are
expressions of the formal language \( L \). The set \( Ax(V) \) of axioms captures the meaning of the symbols of \( V \) implicitly.

A final axiomatization for \( \text{Conc}(D) \) can be achieved by starting with a top-level ontology, say GFO, and then constructing by iterated steps an ontological mapping from \( \text{Conc}(D) \) into a suitable extension of GFO. An advanced elaboration of this theory, which is being investigated by the Onto-Med group, is presented in Herre 2006.

The construction of an ontological mapping, which yields an axiomatization of the conceptualization, includes, according to Herre/Heller, 2006, three main tasks:
1. Construction of a set \( PCR \) of primitive concepts and relations from the set \( \{ \text{Def}(t) : t \in \text{Conc} \} \) (problem of primitive basis)
2. Construction of an extension \( TO(1) \) of \( TO \) by adding new categories \( \text{Cat} \) and relations \( \text{Rel} \) and a set of new axioms. \( Ax(\text{Cat} \cup \text{Rel}) \) (axiomatization problem)
3. Construction of equivalent expressions for \( \text{Def}(t) \cup PCR \) on the basis of \( TO(1) \) (definability problem).

The development of tools and methods, supporting the axiomatisation step, is an important research topic.

5. Graduated Conceptualizations and the Structure of Concepts
In this section we consider some principles for the organization of conceptual systems.

5.1 Graduated Conceptualizations
The set \( \text{Conc}(D) \) of concepts, associated to a domain \( D \), is divided into a set of principal concepts of \( D \), denoted by \( \text{PrincConc}(D) \), into a set of elementary concepts, designated by \( \text{ElemConc}(D) \), into a set of aspectual concepts of \( D \), symbolized by \( \text{AspConc}(D) \), and into logically defined concepts, denoted by \( \text{LogConc}(D) \). These sets of concepts form an increasing chain, i.e., we suppose that \( \text{PrincConc}(D) \subseteq \text{ElemConc}(D) \subseteq \text{AspConc}(D) \subseteq \text{LogConc}(D) \). The principal categories are the most fundamental of a domain. For the biological domain, the concept of organism is considered as principal. The system \( (\text{PrincConc}(D), \text{ElemConc}(D), \text{AspConc}(D)) \) is called a graduated conceptualization for the domain \( D \).

The elementary categories of a domain are introduced and determined by a classification based on the domain’s classification principles; they should contain a taxonomy as a scaffold. In addition to the elementary categories there is an open-ended set of aspectual categories, derived from the fact that any entity stands in many relations to other entities. The notion of aspectual analysis has a relation to the notion of facet analysis in Ranganathan, 1933. The notions of aspectual composition and deployment are concerned with the construction of new concepts from constituents.

New concepts can be introduced along dimensions or basic aspects. Basic aspects are concepts or basic relations of a top-level ontology, which is in the sequel GFO. An intuitive, informal relation aspect(\( X, Y_1, ..., Y_n, Z \)) means: \( X \) is a domain concept, \( Y_i \) is a basic concept, or a basic relation of GFO and \( Z \) a category derived from \( X \) using the concepts or relations \( Y_i \).
in the role of an aspect. Therefore, Z is an aspectual concept of X via Y₁, Y₂. Let us consider an example. The notion X of hedgehog is a concept, a species. The notion of space and time are basic concepts of GFO; then the concept Z, the instances of which are those hedgehogs living in Germany (spatial location Y₁), during the time-interval Y₂ (temporal location) exhibits an aspectual derivation of X via Y₁, Y₂.

5.2 Structure of Concepts

The structure and architecture of concepts is concerned with their composition and parts, as well as their formal representation, types, and combining relations. The instantiation relation, denoted by the symbol ::, is one of the combining relations for concepts; it uncovers the type of the concepts. The set of types is the smallest set of expressions, containing the symbol 0 and which is closed with respect to the following condition: If τ₁, ..., τₙ are types, then the set {τ₁, ..., τₙ} is a type. The type of a concept or an individual is inductively defined as follows. Individuals have the type 0. A concept C has type τ, denoted by type(C), if \{type(a) | a :: C\} = τ. A concept is said to be well-founded if it possesses a type. There might be concepts which are not well-founded. An ontology of non-well-founded concepts must include ideas of non-well-founded set theory, see Aczel 1988, Devlin 1993.

A primitive concept has type \{0\}, hence, all its instances are individuals. Any non-primitive concept is called higher-order concept. The biological concept “species” has structural type \{0\} because every instance is itself a concept having the type \{0\}. Domain level concepts, also called meta-concepts of domains, have as their instances all concepts associated to the corresponding domain; hence, they are always higher order concepts.

Furthermore, concepts may have conceptual parts, derived from combining relations. In the most simple case a concept may be considered as set of properties, see: Ganter, 1996. A conceptual part of a concept is either itself a concept or a designation of an individual. The relation of categorial part, denoted by catp(x,Y), with the meaning that x is a categorial part of the concept y, can be interpreted into two directions. The first interpretation is that every concept of the transitive closure of C is a categorial part of C. The second interpretation expresses the idea that the categorial parts are arguments of more complicated combining relations, based, say, on a relations of type “has-property”. A very complex type of concepts exhibit whole theories, the parts of which are concepts of different structural type that are related and connected by relations and logical functors.

5.3 Examples. Elementary concepts, aspectual concepts, and structural types.

The notion of elephant is an elementary biological concept, based on biological classification principles. Aspectual derivatives can be important for a further sub-classification of a concept C. For example, it might be important to subdivide a certain group of individuals into subgroups according to certain properties and relational conditions. A specialist for environmental studies, for example, might be interested in investigating the elephants living in a certain location of Africa during a certain interval of time. This is obviously a concept, but it is not derived by a biological classification principle. A knowledge field, say biology, can be understood as a concept the instances of which include all the field’s concepts. With this interpretation a knowledge field is always a concept of higher order.
6. Core Ontologies and Upper Domain Ontologies

6.1 Core Ontologies

A core ontology of a domain D must capture what the domain D and its sub-domains are about. First ideas on core ontologies are discussed in Valente, 1996. We make further steps in the explication of this notion. In constructing a core ontology for D we firstly identify relevant sub-domains D(1),…D(m), and then introduce sets ElemConc(D), ElemConc(D(i)), …, ElemConc(D(m)) of elementary concepts. For every set ElemConc(D(i)) we introduce a meta-category, denoted by MetaConc(D(i)), MetaConc(D), having the concepts of ElemConc(D(i)). ElemConc(D) as its instances. A conceptualization for a core ontology for the domain can be understood as containing the following set of concepts CoreConc(D) = ElemConc(D(1)) \cup ... \cup ElemConc(D(i)) \cup \{MetaConc(D(i)) : 1 \leq i \leq k \} \cup \{MetaConc(D)\}. A core ontology for D can be, then, defined by an axiomatization of CoreConc(D); for this purpose a set CoreRel(D) of core relations must be added. These axioms must describe what the domain and its relevant sub-domains are about. For the field of biology, for example, these axioms must explain what a biological organism is, and how it can be separated from other fields, as chemistry, and physics. A possible approach for such an axiomatization for the core concepts of biology is to understand a biological organism as an autopoietic system.

6.2 Upper Domain Ontologies

Upper ontologies of a domain D, based on a graduated conceptualization (PrincConc(D), ElemConc(D), AspConc(D)), exhibit a part of the taxonomy of the elementary concepts. It contains the more general concepts associated to the domain; hence, an upper domain ontology for D can be understood as a top level ontology for this particular domain. Upper domain ontologies for domains are important for the integration of knowledge. An example is the ontology GFO-Bio which is an upper ontology for the whole field of biology, Hoehndorf et al. 2008.

7. Towards a Basic Schema for Integration and Unification of Information

In this section we outline a basic schema for integration of information which contributes to the ontological foundation of the Cognitive Panorama, as already outlined in chapter 2.2. above. For this purpose we introduce two basic dimensions of information. One dimension considers the source of the information, being one of the following ontological regions, the material region, the region of ideal entities, the region of psychological entities, and the region of societal entities. The other dimension pertains to the abstraction levels of information, which are captured by a relation \textit{abstr}(X,Y), with the meaning: X is an abstraction of Y, where X and Y are information entities. Both dimensions are grounded on
an upper ontology for data analysis, denoted by UpperOntoData. This ontology contains at least five sub-ontologies: an ontology of time and space, an ontology of data acquisition, an ontology of properties, an ontology of relations, and an ontology of interpretation contexts.

The intended ontology, being work in progress, is a top level ontology, because it does not describe particular domain specific information. The abstraction levels for information, based on the relation abstr(X,Y), form a chain of information entities which cover raw data, metadata, concepts, and propositions. There is a manifold of combinations between both aforementioned dimensions. The weight w of a material entity e, for example, is presented by a real number r which is combined with a quality q, inhering in the entity e. The weight-qualities q are divided into equivalence classes [q] expressing the same weight. The weight-entity, being an information entity, can be presented by a pair ([q], r). Details of this type of analysis are presented in Uciteli et al. 2011.

8. Applications and Future Research

Formal ontology and its applications is in its initial stage. We consider various types of applications, and collect several open problems being at the borderline of formal ontology and knowledge organization in LIS.

8.1 Applications

There are three types of applications of ontology: Computer-based applications harmonization of concepts, and theory formation, including analysis, and modeling.

(1) Computer-based applications use ontologies as a component of software. There is broad spectrum of applications in the field of the semantic web. Examples of such applications are presented in Hoehndorf/Ngonga/Herre, 2009a (The three ontology method for software development), Hoehndorf et al. 2009b (An ontology based wiki for annotation of data), Hoehndorf et al. 2008 (A biological core ontology).

(2) Harmonization of concepts are needed to develop a common basis for communication and for establishing a discipline. The result of a harmonization process is an ontology which explicates and organizes the conceptual knowledge of a field.

(3) Theory formation, analysis and modeling is concerned with the development of top level ontologies, which are used for the ontological analysis of a field of interest. Formal ontology as a science provides a support for theory formation and for the creation of models for a domain. An example of this kind of application is the theory of sequences as expounded in Hoehndorf, et al. 2009c. Other applications of this kind are presented in Baumann/Loebe/Herre 2012 on the ontology of time. These investigations are often inspired by philosophy, in particular by Brentano, 1976.

8.2 Future Research

We overview some tasks for future research. Benking 2005, and Gnoli 2008, in the library sciences, asked whether KO principles can be extended to a broader scope, including hypertext, multimedia, museum objects, and monuments. Multimedia includes here also a combination of text, audio, graphics, images, animation, video, or interactivity content forms.
We believe that the presented GFO framework with upper-level ontologies can contribute to addressing these challenges. The above mentioned basic schema is intended to include such entities which must be analyzed and classified within a suitable ontology of information entities. There are proposals for such an ontology of information entities, notably, the information artifact ontology IAO, though, it turns out that the IAO is insufficient to address these challenges.

Gnoli, 2008 further asked whether ontological and epistemological approaches can be reconciled. We believe that this possible on the basis of integrated realism, the multiple category approach, and the connection of different levels of reality at different scales and detail. A further question by Gnoli 2008 pertains to an ontological foundation of KO. We believe that the current paper is work in progress, a step towards such an ontological foundation, and provides an outlook onto bridging subject fields, media and repositories as described in chapter 2.2 based on early meta-database and international harmonization projects.

The elaboration of the sketched integration and unification schema, and the ontological foundation of the cognitive panorama is a topic of future research. Also is the structure and formal representation of concepts, notably of higher order concepts, not yet sufficiently understood nor have we found ways to include non-coded vague data satisfactorily.

The theory of levels is one of the most difficult unsolved problems in ontology. A number of open problems pertain to levels, among them the ontology of multiple inheritance taxonomies, the clarification of views and the ontology of multiple view domains, as well as a deeper understanding of classification principles. We hope that we were able to provide some directions for further research and to outline a little more clearly the challenges ahead.
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